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## MATHEMATICAL STUDIES [CS]

## Rationale and Objectives

The Mathematical Studies requirement is intended to ensure that students have skill in basic mathematics, can use mathematical analysis in their chosen fields, and can understand how computers can make mathematical analysis more powerful and efficient. The Mathematical Studies requirement is completed by satisfying both the Mathematics [MA] requirement and the Computer/Statistics/Quantitative Applications [CS] requirement explained below.

The Mathematics [MA] requirement, which ensures the acquisition of essential skill in basic mathematics, requires the student to complete a course in College Mathematics, College Algebra, or Pre-calculus; or demonstrate a higher level of skill by completing a mathematics course for which a course in the above three categories is a prerequisite.

The Computer/Statistics/Quantitative Applications [CS] requirement, which ensures skill in real world problem solving and analysis, requires the student to complete a course that uses some combination of computers, statistics, and/or mathematics.* Computer usage is encouraged but not required in statistics and quantitative applications courses. At a minimum, such courses should include multiple demonstrations of how computers can be used to perform the analyses more efficiently.
*CS does not stand for computer science in this context; the "S" stands for statistics. Courses in computer science must meet the criteria stated for CS courses.
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|  |  | 2. Statistical applications: courses must satisfy $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$. |  |
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|  |  | 3. Quantitative applications: courses must satisfy $\mathbf{a}, \mathbf{b}$, and $\mathbf{c}$ : |  |
|  |  | a. Course has a minimum mathematical prerequisite of College Mathematics, College Algebra, or Pre-calculus, or a course already approved as satisfying the MA requirement. |  |
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|  |  | iii. Integer programming. |  |
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|  |  | v. Decision theory. |  |
|  |  | vi. Simulation and Monte Carlo methods. |  |
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|  |  | c. The course must include multiple demonstrations of how computers can be used to perform the above applications more efficiently, if use of computers is not required by students. |  |
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| :--- | :--- | :--- | :--- |
| HCD | 300 | Biostatistics |  |

Explain in detail which student activities correspond to the specific designation criteria. Please use the following organizer to explain how the criteria are being met.

| Criteria (from <br> checksheet) | How course meets spirit <br> (contextualize specific <br> examples in next column) | Please provide detailed evidence of how course <br> meets criteria (i.e., where in syllabus) |
| :--- | :--- | :--- |
| minimum math <br> prerequisite | course requires student to have <br> completed the MA prior to <br> taking the course | Prerequisite listed on page one of the syllabus |
| course focused on <br> developing <br> statistical inference | covers probability theory, the <br> difference between correlation <br> and causality, study design and <br> methods of sampling, testing of <br> hypotheses, how to interpret <br> regression and summary data. | see highlighted colors on syllabus |
| Use of computers <br> in statistical <br> analysis | The course uses SPSS to run <br> the data and the students use it <br> in their assignments and are <br> tested on it. | See yellow and green highlighted areas. |

# School for the Science of Health Care Delivery 

ARIZONASTATEUNIVERSITY

## HCD 300: Biostatistics

## Faculty

Staff

## Module/Course Placement

Spring 2014 / Session A or B
Day/Time TBD
Classroom TBD
Cross listed as PBH 300

## Prerequisites or Co-Requisites

Completion of MA requirement with a C or better and minimum of 45 hours; credit is allowed for only HCD 300 or PBH 300.

## Catalog Description

This course serves as an introduction biostatistics and its use in health and health services research. The course will familiarize students with statistical concepts and methods to analyze and interpret data and will address statistical theory conceptually. Students will also be introduced to SPSS software to analyze large data sets.

## Credit Hours

3 credit hours

## Methods of Instruction

This course includes didactic instruction, in-class learning activities and examples, and SPSS software.

## Module/Course Objectives

Upon completion of this course, the student will be able to:

1. Describe the role of biostatistics in health, public health and health services research;
2. Understand the difference between correlation and causation;
3. Identify different experimental and sampling designs and discuss the stregnths and weanknesses of each;
4. Understand the rules of probability;
5. Describe sampling distributions and compute descriptive statistics;
6. Perform various methods of hypothesis testing and identify significant vs non-significant results;
7. Identify when particular stastical methods are appropriately used
8. Use SPSS software to perform statistical methods discussed in the course

## Module/Course Requirements (Assignments)

Students are responsible for completing the following assignments for this course:

1. Midterm exam:

Students will take an in-class midterm exam at the end of week 5 . The exam will consist of computation problems and short answers covering content through week 4.
2. Final exam:

Students will take an in-class final exam on the last day of class. The exam will consist of computation problems and short answer questions covering all course content. Students will also be required to answer a set of questions using SPSS.
3. Homework Assignments:

There will be 7 homework assignments throughout the course. The assigments will consist of problems from the textbook, covering course content from the previous week.
Assignments will be distributed at the beginning of each week and will be due at the start of class the following week.
DUE EACH WEEK
4. In Class SPSS Excercises:

There will be 4 SPSS excercises completed in-class. Following a demonstration by the instructor, students will be given a set of problems to complete using SPSS. Students are permitted to callaboate but each student must submit his/her own set of questions.

## Methods of Evaluation

1. Midterm exam
2. Final exam
3. Homework assingments (7 @ 20 points each)
4. In-class SPSS excercises (4 @ 15 points each) Total

100 points
150 points
140 points
60 points
450 points

Final grades will be distributed as follows:

| $97 \%-100 \%=\mathbf{A +}$ | $93 \%-96.9 \%=\mathbf{A}$ |
| :--- | :--- |
| $90 \%-92.9 \%=\mathbf{A -}$ | $87 \%-89.9 \%=\mathbf{B +}$ |
| $83 \%-86.9 \%=\mathbf{B}$ | $80 \%-82.9 \%=\mathbf{B}-$ |
| $77 \%-79.9 \%=\mathbf{C +}$ | $70 \%-76.9 \%=\mathbf{C}$ |
| $60 \%-69.9 \%=\mathbf{D}$ | Less than $59.9 \%=\mathbf{E}$ |

## Topical Outline

## Week 1

Topics: 1) Course overview, introductions and 2) Distributions and Relationships Reading assignments: Moore, McCabe, Craig Ch. 1, 2

## Week 2

Topics: 1) Producing data - experimental designs, sampling and 2) Probability
Reading assignments: Moore, McCabe, Craig Ch. 3, 4
Homework assignment 1 due

## Week 3

Topics: 1) Sampling distributions and 2) Introduction to inference
Reading assignments: Moore, McCabe, Craig Ch. 5, 6
Homework assignment 2 due

## Week 4

Topic: 1) Inference for the mean of a population and 2) Comparing two means
Reading assignments: Moore, McCabe, Craig Ch. 7.1, 7.2
Activities: In-class SPSS exercise
Homework assignment 3 due

## Week 5

Topics: 1) Inference for a single proportion and 2) Mid-term exam Reading assignments: Moore, McCabe, Craig Ch. Chapter 8.1
Activities: In-class SPSS excercise
Homework assignment 4 due

## Week 6

Topic: 1) Comparing 2 proportions and 2) Introduction to Analysis of Variance
Reading assignments: Moore, McCabe, Craig Ch. 8.2, 9.1
Activities: In-class SPSS exercise
Homework assignment 5 due

## Week 7

Topics: 1) Analysis of Variance and 2) Introduction to simple linear regression
Reading assignments: Moore, McCabe, Craig Ch. 9.2, 9.3, 10.1
Activities: In-class SPSS exercise
Homework assignment 6 due

## Week 8

Topics: 1) Course Content Review and 2) Final Exam
Homework assignment 7 due

## Materials

Introduction to the Practice of Statistics ( $6^{\text {th }}$ )
Author(s): Moore, McCabe, Craig and W.H. Freeman and Company, 2009
Health Sciences librarians:
Kevin Pardon: Kevin.Pardon@asu.edu
Virginia Pannabecker: Virginia.Pannabecker@asu.edu

## Expectations of Faculty

Faculty will be available for student questions and/or discussion during office hours and by appointment. Faculty will answer all student emails and phone calls within a 24 -hour time frame (or one working day). Faculty will model professional behavior in and out of the classroom, and treat all students respectfully.

Faculty will:

1. Explain the course structure and objectives at the beginning of the session.
2. Provide a course syllabus and course schedule at the beginning of the session, and oversee administration of evaluation tools and methods.
3. Facilitate the identification of useful learning resources.
4. Provide a respectful and safe learning environment.
5. Provide meaningful feedback to learners.
6. Assure that all learners have equal opportunity to achieve the course objectives.

## Expectations of Students

1. Come prepared for each session, with thought provoking questions, an open mind, and the desire to make each session truly meaningful for yourself and your peers.
2. Discuss and debate ideas with the faculty and your colleagues in a respectful and professional manner.
3. Turn off cell phones during class time.
4. Submit assignments on time.
5. Attend class, ask questions and don't hesitate to visit me during office hours.

Accommodations Students with disabilities who need accommodations in this module/course are encouraged to make their requests to faculty at the beginning of the semester either during office hours or by appointment.

Note: Prior to receiving disability accommodations, verification of eligibility from the Disability Resource Center (DRC) is required. The DRC is located in University Center, 411 N. Central Avenue, Suite 160. DRC staff can also be reached at: 602-496-4321 (V), 602-496-0378 (TTY), and at: Disability-Q. Their hours are 8:00 AM to 5:00 PM, Monday through Friday. Eligibility and documentation policies can be viewed at: http://www.asu.edu/drc. Disability information is confidential.

## Academic Conduct

All students are held to the ABOR Student Code of Conduct, found at:
https://eoss.asu.edu/dos/srr/codeofconduct
All students are held to the ASU Student Academic Integrity Policy, found at:
https://provost.asu.edu/sites/default/files/AcademicIntegrityPolicyPDF.pdf
All students are held to the ASU Policies and Procedures, found at: https://eoss.asu.edu/dos/srr/PoliciesAndProcedures

## Copyright

Module/course content, including lectures and written materials distributed to the class, are under copyright protection.

Module/course content, including lectures, are copyrighted material and students may not sell notes taken during the conduct of the course.

Information in the syllabus may be subject to change with reasonable advance notice.
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